
Training Scene - Observations - Actions

Parameterized Reward Function

A set of values {𝐰𝐠, 𝐰𝐜𝐚, 𝐰𝐠𝐫, 𝐰𝐢} define a profile of an agent.

ABSTRACT

Diversity among agents' behaviors and heterogeneity in virtual
crowds in general, is an important aspect of crowd simulation as it is
crucial to the perceived realism and plausibility of the resulting
simulations. Most of the existing systems optimize for specific
behaviors such as goal seeking, and neglect to consider other
behaviors and how these interact together to form diverse agent
profiles. In this paper, we present a Reinforcement Learning based
framework for learning multiple agent behaviors concurrently. We
optimize the agent policy by varying the importance of the selected
behaviors (GOAL SEEKING, COLLISION AVOIDANCE, GROUPING,
and INTERACTION WITH POIs) while training; essentially, we have a
reward function that changes dynamically during training. The
importance of each separate sub-behavior is added as input to the
policy, resulting in the development of a single model capable of
enabling dynamic run-time manipulation of agent profiles; thus,
allowing configurable profiles. Our system provides users with the
ability to control and mix agent behaviors thus creating personality
profiles and assign different profiles to groups of agents. Moreover,
we demonstrate that interestingly the proposed model generalizes
to situations not seen in the training data such as (a) higher density
crowds, (b) behavior weights outside the training intervals and (c) to
scenes with more intricate environment layouts.

METHODOLOGY
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Weight Sensitivity in the Hall environment
To test the effect of weights, we vary the value of a single weight in
the range [0-1] while keeping the values of the other weights at 0.5.

Density Sensitivity in the Crossing environment
We select set of weights reflecting behavior’s effect profoundly.

EXPERIMENTS AND EVALUATION

CONCLUSION
We present a Reinforcement Learning based training method,
capable of successfully learning multiple behaviors concurrently.
Our system is useful for creating heterogeneous crowds, enabling
users to assign behaviors and have intuitive control at run-time. The
generalizable qualities of our approach, both in terms of crowd size
and environmental layout, further solidify our system as an efficient
and practical learning-based tool for simulating crowds.

Training Strategy
We use a simple Fully Connected Neural Network (FCNN) and the
Proximal Policy Optimization (PPO) algorithm. We utilize a
curriculum-based method during training; we gradually increase the
difficulty of the environment and behaviors the agents have to face.

We generate the Fundamental Diagram of
our method as compared to simulation
data from Power Law and real-world data.
In all cases, we observe that higher
densities lead to slower agents.

Simulation Environments
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We demonstrate our framework’s practicality when designing and
authoring realistic scenes. We showcase one case study, a museum
exhibition, which represents a large, abstract complex environment.
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Source Code
Trained Policies

Video

Comparison with Power Law and Real-World Data

Pretty cool, huh? Yep!

I'm here guys.

Where did Steve go?

Watch out, I'm in a hurry!

Effect of weight changes for the Interaction Behavior
As 𝐰𝐢 increases, agents move slower and keep short distances to POIs.

PROFILE


